MATH2040A /B Homework 6 Solution

1 Compulsory Part

Sec. 5.1

(Sec 5.1 Q02(e)) Q: V = P3(R), T'(a + bx + cx? + dx3) = —d + (—c+ d)z + (a + b — 2¢)2? + (=b + ¢ — 2d)2>
and 8= {1 — 2+ 2% 1+ 2% 1,2 + 2%}

Ans : When written in the standard basis, we have

a
b| —c+d
T cl | a+b-2c
d —b+4+c—2d
Hence we see that
1 -1 1 1 0 1 0 0 0 0
-1 1 -1 0 -1 0 0 1 -1 1
Ttol=lo|l="Ho Tl | Tlo] 1] T |1 -1 B
1 -1 1 0 1 0 0 0 0 0
Hence
-1 1 0 0
0o -1 1 0
Ts=10 o -1 o
0 0 0o -1
[ is not a basis with eigenvectors.
o a b\ [(—Ta—4b+4c—4d b
(Sec 5.1 Q02(f)) Q: V = Mayxo(R), T d) =\ “8a— 4b+5¢— 4d d)
1 0 -1 2 1 0 -1 0
a=(1 o) (o o) G o)(0 o)

Ans : We have

(o) o) -0 96 o) 6l 2= (e

Hence all vectors in 3 are eigenvectors and

300 0
0 1 0 0
[T]ﬂ_0010
0 0 0 1

(Sec 5.1 Q08) (a) Prove that a linear operator T on a finite dimensional vector space is invertible if and
only if zero is not an eigenvalue of 7'

(b) Let T be an invertible linear operator. Prove that a scalar A is an eigenvalue of T' if and
only if A™! is an eigenvalue of 771,

Ans :



(a) T is invertible if and only if det(T") # 0 if and only if det(T" — 0I) # 0 if and only if 0 is
not an eigenvalue of 7.

(b) From (a), eigenvalues are not zero. Suffices to show one way since T, T~! are inverse
to each other.

Tv = Mv
1
Xv:T_lv

so A~ ! is an eigenvalue of T~ 1.

(Sec 5.1 Q10) For a finite-dimensional vector space V, any scalar A and any ordered basis [,

(
(b

(c¢) Show that Al is diagonalizable and has only one eigenvalue.

)

a) Prove that [Aly]g = Al
) Compute the characteristic polynomial of Aly .
)

Ans :

(a) For any f; € 8, Ay, = AB;, then we conclude [Aly]g = Al

(b) By definition of characteristic polynomial, f(t) = det(\ — tI) = (A — )™, where n is
the dimension of V.

(¢) By (a) and Theorem 5.1, Al is diagonalizable. Let det(A — tI) = 0, we see the only
eigenvalue is \.

(Sec 5.1 Q20) Ans: det(A —tI) = f(t), hence ag = f(0) = det(A). Hence ag # 0 if and only if det(A) # 0
if and only if A invertible.

Sec. 5.2
Q3(a). Let v be the standard ordered basis of V. Then

[T]'y =

o o oo
o O O
O O NN
O W oo

It is upper triangular and hence 0 is the only eigenvalue of T, which has multiplicity 4.
However, 4 — rank(T') = 1 < 4. Therefore it is not diagonalizable.

Q3(e). Let 5= (1, 52,03, 84) = ((1,0),(0,1), (¢,0),(0,4)). Then

1 0 0 1
0 1 1 0
[T]ﬁ_()—llo
-1 0 0 1

det(A\] — [T]g) = (A—1)*+ (A —1)2+ (A —1)2 + 1 > 0, then it has no real eigenvalue. It is
not diagonalizable.

Remark: It is also correct to consider it as a vector space over C. Then it is diagonalizable
with eigenvalues 1 + ¢ and 1 — 7.

1 0 0 1 0 0 0 0 .
Q3(f). Let v = {(O O) , (0 0) , (1 O) , (O 1)} be an ordered basis of V. Then
1 0 00
00 1 0
Tl = 01 0 0
0 0 01



Qs.

Q12.

The characteristic polynomial of T is given by

det([T], — zly) = (2* = 1)(z — 1)? = (z — 1)*(z + 1).

It splits over R and the eigenvalues of T' are 1, —1, with multiplicity 3,1 respectively. We
check that

00 0 0
0 -1 1 0
Th=fi=1p 1 -1 9
00 0 0

and hence 4 — rank(T' — Iy) = 4 — 1 = 3 which is the multiplicity of 1. It is clear that
dim(E_1) = 1. Therefore T is diagonalizable.

By computation, the null space of [T], — I4 is span by the linearly independent set

SO O
O = = O
_— o O O

Therefore

o) G o) 6 )

is a basis for the eigenspace E;.
We check that

2 0 00
01 10
Th+li=19 1 1 0
00 0 2
0
and the null space of [T'], + 14 is span by the linearly independent set _11 . Therefore
0
0 -1 . . .
{ (1 0 ) } is a basis for the eigenspace E_;.

Combining the bases, we have

={6 808600 )

being an ordered basis for V' consisting of eigenvectors of T'. Hence [T]3 is a diagonal matrix.

The multiplicity of A; is not less than dim(Ey,) = n — 1. Also, the multiplicity of Ay must
not less than 1. Since the sum of multiplicity of A\; and Ay cannot exceed the degree of the
characteristic polynomial of A, which is n, this forces the multiplicity of A\; being n — 1 and

that

of Ay being 1. Hence the characteristic polynomial of A splits and multiplicity of A;

equals to dim(Ey,) for ¢« = 1,2. So A is diagonalizable.

(a)

Let Ex(T) = {v eV :T(v) = Av} be the eigenspace of T associated to A and define
Ex—1(T71) similarly.

If v € Ex(T), then T(v) = Mv. Apply A"!T~! on both sides, we have A\"lv =
AITYT(v)) = AT (W) = T71(v). Therefore v € Eyx—1(T7!) and E\(T) C
Ex—1(T71). By repeating the argument with A\=* and 7!, we have E\—1(T7!) C
Eo-1)-: ((T71) ™) = EX(T). Hence we get the desired equality.

If T is diagonalizable, then there exists an ordered basis 3 for V' consisting of eigenvectors

of T. By part (a), any eigenvector of T is also an eigenvector of T~!. Therefore 3 is
also consisting of eigenvectors of 7! and T~ ! is diagonalizable.



2 Optional Part

Sec. 5.1
(Sec 5.1 Q01) Ans:

(a) F, simply consider (8 8)
(b) T. A nonzero scalar times an eigenvector gives a new eigenvector.
(¢) T, consider real matrix, and <(1) é)
(d) F
(e) F, see( ).
(f) F, otherwise we have infinitely many eigenvalues.
(g) F
(h) T.
(i) T
G) F
(k) F
(Sec 5.1 Q03(c)) Ans : det(A — AXI) = —(i — A\)(i + A\) — 2, solving gives A = 1,—-1. For A = 1, A ~
(é 70'507 051) Hence an eigenvector of A is (0.5 + 0.57,1)%.
1 05— 050 . . o
For A= -1, A~ 0 0 hence an eigenvector of A is (—0.5 + 0.54,1)*. Together,
letting Q := 0.54+0.5¢ —0.540.57 _we have Q~1AQ = 1 0 ’
1 1 0 -1
(Sec 5.1 Q03(d)) Ans : det(A — AI) = —\(1 — A\)2. We have eigenvalues A = 0,A = 1. For A = 0, 4 ~
10 —1/2
0 1 —2 | hence (1/2,2,1) is an eigenvector.
0 0 0
1 0 -1
When A=1, A~ |0 0 0 |, hence (0,1,0),(1,0,1) are two eigenvectors.
0 0 O
1/2 0 1 000
Setting@=| 2 1 0|, wehave Q'AQ=(0 1 0
1 01 0 0 1

(Sec 5.1 Q17) Ans :

(a) Let A an eigenvalue of T', A a corresponding eigenvector, then A = T?(A) = T(A\A) =
NA, (I — X I)A = 0, since I — A\?[ is an elemantory matrix, 0 = (I — A\21)A =
(1—X2)A,
, where A; is the i-th row of A. If A; not all zero, (1 —A?) must be equal
(1-A2)4,
to 0,ie, A=1,—1.
(b) For A =1, it corresponds to those matrix such that A;; = Aj;, i.e., symmetric matrices.
For A = —1, it corresponds to those matrix such that A;; = —Aj;, i.e., skew symmetric
matrices.

omeami(5 -0 90 9-(4

(d) Let E;; be the n x n matrix with all entries are zero except ¢j entry being 1, then a
basis is {EU +Eji|1 <i <5< n} U {E’LJ — Eﬂ|1 <i< i< n}

(Sec 5.1 Q21) Ans:



Sec.

Ql.

Q10.

Q11.

—t
is true. Suppose n — 1 is true, for the case of n, by denoting B;; the cofactor matrix of
B deleting i-th row j-th column, and we expand along the first row of A, we have

(a) We prove by induction, for n = 2, det((a ;t d b >) = (a—t)(d—1t) —bc, son =2

det(A — tI) = (A1 — t)det(A—tI11) + Y Ayidet(A—tly;)

=2

= (AH — t)(AQQ — t)(Ann — t) + q/(t) + zn:Ali det(A — tlli)

=2

where in the second equality we have used the induction hypothesis, ¢'(¢) a polynomial
of degree at most n — 3, and ) .-, Ajidet(A —tIy;) is a polynomial of degree at most
n — 2, together ¢(t) := ¢'(t) + Y., Aridet(A — tI1;) is a polynomial of degree at most
n — 2. Hence for the case of n it is true.

(b) f(t) = (A11 —t)(A22 — t)...(Apn — t) + q(t) by part (a), we have also (A1; — t)(Aze —
t)...(An, — t) is a polynomial of degree n, since ¢(t) is a polynomial of degree at most
n—2, the coefficient of t", t"~! is the same as that of (Ay; —t)(Age —1)...(A, —t), where
the coefficient of "1 of (411 —1)(Aaz—1)...(Apn—t) is (=1)""r(A), so (=1)""r(A) =
an—1 which gives tr(A4) = (—=1)"ta,_1.

5.2

(a) False. Consider V = R? and Iy .
(b) False. Consider V = R3, T = Iy and eigenvectors (1,0,0), (2,0,0).
False. Consider 0 € E).

False. Consider V = R? and L4 where A = <(1) _01>

(i) False. Consider V = R?, W, = span {(1,i)} for i = 1,2, 3.

Suppose d; = ([T]g)i; for i = 1,...,n :=dim V. Then the characteristic polynomial of 7" is
given by

n

det([T]s — oI,) = [[(di — ) 1)

i=1
since determinants of upper triangular matrices are just product of all diagonal entries.
Therefore the characteristic polynomial of T splits and each d; is an eigenvalue. Moreover,
the number of times that \; occurs as a diagonal entry is exactly number of times (\; — z)
occurs in the product equation (1), which is exactly the multiplicity m; of A; for j =1,... k.

Claim 1 IfC, D are n x n matrices similar to each other, then tr(C) = tr(D) and det(C) =
det(D).
Proof Suppose @ is an invertible matrix such that QCQ~' = D. By Sec 2.3 Q13.,
tr(D) = tr(QCQ ™) = tr(CQR™'Q) = tr(C).
The assertion det(C') = det(D) is clear. |}
From the claim, we may assume A is upper triangular. Apply Q10. with T'= L4 and S the

standard basis, the diagonal entries of A are Aq1,...,A\; and that each )\; occurs m; times for
i=1,...,k. Therefore

n k

tl"(A) = ZAjj = Zmz)\l and det(A) = ﬁ Ajj = ﬁ()\])mj
j=1

i=1 =1 j=1



Q17.

(a)

Let v be an ordered basis for V' such that both [T], and [U], are diagonal matrices.
Write @ = [Iy]5. Then @ is an invertible n x n matrix such that

Q7'T1sQ = [IVI3IT]slIv] = [T1,

which is diagonal. Similarly, @ ![U]zQ = [U], which is also diagonal. The result
follows.

Suppose A and B are simultaneously diagonalizable n x n matrices. Then there exists
an invertible n x n matrix @ such that both Q' AQ and Q' B(Q are diagonal matrices.
Let B be the standard basis of R”. Let u; be the i-th column vector of @ fori =1,... n.
Then since @ is invertible, v = {uy,...,u,} is an ordered basis for V' and [Iv]fj = Q.
Therefore

[Laly = Q7 '[LalpQ = Q1 AQ
which is diagonal. Similarly [Lg], is also diagonal. The result follows.
Let v be an ordered basis for V' such that both [T], and [U], are diagonal matrices.
Then
[TU]’Y = [T]’Y[U]’Y = [U]’Y[T]’Y = [UT]’Y'
This implies TU = UT.

Suppose A and B are simultaneously diagonalizable n x n matrices. Then there exists
an invertible n x n matrix @ such that both Q~'AQ and Q' BQ are diagonal matrices.
Then

AB=Q(Q'AQ)(Q'BQ)QT = Q(QT'BQ)(QT'AQ)Q™" = BA.
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